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The problem of applicability of the non{point transformations in the Lagrangian and Newtonian

formalism of classical mechanics is investigated. These transformations correspond to non{point

canonical transformations and belong to the class of transformations tangent to a given system of

second{order di�erential equations. The methods for constructing such transformations are consid-

ered. Two theorems concerning non{point transformations in Hamilton's variational principle and

connection between transformed and initial Lagrangians are proved. The relation of the results to

canonical transformations in Hamiltonian formalism is discussed. The general results are illustrated

by a simple example.
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I. INTRODUCTION

In the Lagrangian formalism of analytical mechanics

the point transformations of generalized coordinates q

i

acting in the con�guration space of a given system are

widely used. At the same time, the class of canonical

transformations typical for the Hamiltonian formalism

may also include non{point transformations, i.e. trans-

formations of a phase space in which transformed co-

ordinates are expressed not only in terms of initial co-

ordinates but depend also on the initial canonical mo-

menta p

i

. Then two questions arise. Firstly, what non{

point transformations of Lagrangian variables can be as-

sociated with such canonical transformations? Secondly,

what is the relation between two Lagrangians corre-

sponding to canonically transformed and untransformed

Hamiltonians.

In Newtonian mechanics these questions are of no par-

ticular interest. However, in the relativistic theory the

situation is fundamentally di�erent. Non{point transfor-

mations of spatial particle coordinates arise naturally

when constructing the single{time three{dimensional

Poincar�e{invariant description of a directly interacting

particle system [1{4]. The non{point transformations are

also inevitable when investigating the separation of the

internal motion of a relativistic particle system from

the motion of the system as a whole in terms of La-

grangian center{of{mass variables [5]. Thus, this prob-

lem demands further investigation. A preliminary com-

munication on this subject was published in Ref. [6]. It

should be noted that in a recent paper [7] the conditions

have been considered under which it is possible to con-

struct transformations of Lagrangian variables which are

equivalent to canonical transformations. That approach

also permits to establish the connection between trans-

formed and untransformed Lagrangians. Further work is

required along these lines because only a special case of

in�nitesimal transformations is considered in [7].

The structure of the present paper is as follows. In Sec-

tion II the problem is formulated starting from the asser-

tion that the need for non{point transformations in the

Lagrangian formalism follows from the existence of non{

point canonical transformations. Section III is devoted

to the consideration of various ways of constructing the

non{point transformations of the generalized coordinates

q

i

(t) which satisfy a certain set of second{order di�eren-

tial equations. In Sec. IV we assume that these equations

are Euler{Lagrange equations of Hamilton's variational

principle. Under this assumption, we show that the new

generalized coordinates Q

i

(t) are the extremals of a vari-

ational principle with higher (third) order derivatives. In

Section V a theorem is formulated which allows to �nd

the standard (no higher order derivatives) Lagrangian

as a function of new variables connected with the old

variables by non{point transformations provided the ini-

tial Lagrangian is given. This procedure is based on the

use of a certain auxiliary function F (q;Q; t). In terms

of the Hamiltonian, this function is the generating func-

tion of the corresponding canonical transformations. Our

general results are illustrated by a simple example. Cal-

culations omitted in the main text are presented in the

Appendices.

�

Editorial Note. This paper by the late Professor Gaida (1928{1998) was available only as Preprint of the Institute for

Condensed Matter Physics (ICMP{94{5E, Lviv, 1994). We publish this paper on the basis of the preprint text taking into

account some corrections contained in the typed manuscript from the archives of Professor Gaida.
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II. NON{POINT TRANSFORMATION IN

LAGRANGIAN MECHANICS AS A

COUNTERPART OF CANONICAL

TRANSFORMATION

It is well known that the Lagrange equations of clas-

sical mechanics are covariant with respect to arbitrary

point transformations of generalized coordinates q

i

. In

other words, they are covariant with respect to the trans-

formations of the con�guration space E = R

n

:

F : E ! E; q 7! Q = F (q); (2.1)

where q = fq

1

: : : ; q

r

g, Q = fQ

1

: : : ; Q

r

g, and r is the

number of the degrees of freedom. (In the case of N{

particle system r = 3N ). This means that the Lagrange

equations for the functions q

i

(t)

d

dt

@L

@ _q

i

�

@L

@q

i

= 0; L = L(q; _q; t); (2.2)

turn into equations of the same form in terms of new

variables Q

j

(t):

d

dt

@L

@

_

Q

j

�

@L

@Q

j

= 0; L = L(Q;

_

Q; t); (2.3)

where

Q

j

= F

j

(q; t); q

i

= f

i

(Q; t): (2.4)

The connection between the generalized velocities can

be obtained from relations (2.4)

_q

i

(Q;

_

Q; t) �

d

dt

f

i

(Q; t) =

@f

i

@t

+

@f

i

@Q

j

_

Q

j

; (2:5a)

_

Q

i

(q; _q; t) �

d

dt

F

i

(q; t) =

@F

i

@t

+

@F

i

@q

j

_q

j

: (2:5b)

The repeated indices are summation indices.

It is widely accepted that one of the advantages of

the Hamiltonian formalism, in comparison with the La-

grangian, is the possibility of using a wider class of the

canonical transformations of phase space

Q

i

= �

�

i

(q; p; t); P

i

= 	

�

i

(q; p; t); (2.6)

q

j

= '

�

j

(Q;P; t); p

j

=  

�

j

(Q;P; t); (2.7)

with respect to which canonical Hamilton's equations

_q

j

=

@H(q; p; t)

@p

j

(a); _p

j

= �

@H(q; p; t)

@q

j

(b) (2.8)

remain invariant:

_

Q

j

=

@H(Q;P; t)

@p

j

(a);

_

P

j

= �

@H(Q;P; t)

@q

j

(b): (2.9)

Inasmuch as there exists a standard way of transition

from the Hamiltonian formalism to the Lagrangian (and

vice versa) on the basis of the Legendre transformation,

such a transition can be considered in old as well as in

new variables. Hence the problem can be posed about

the connection between the corresponding Lagrangians

L(q

i

; _q

i

; t) and L(Q

i

;

_

Q

i

; t) and between old and new

Lagrangian variables. It should be noted that the con-

ditions for Hamiltonians and canonical transformations

(2.6) and (2.7) allowing such a procedure were investi-

gated recently in [7]. These conditions are:









@

2

H

@p

i

@p

j









6= 0 (a);









@

2

H

@P

i

@P

j









6= 0 (b): (2.10)

They express the requirement that the set of equations

(2.8a) and (2.9a) can be solved with respect to canonical

momenta p

i

and P

j

, respectively:

p

i

= !

i(H)

(q; _q; t); P

j

= 


j(H)

(Q;

_

Q; t): (2.11)

Assuming that these conditions are ful�lled we can derive

from (2.6) and (2.7) the following set of relations:

Q

i

= �

i

(q; _q; t) (a);

_

Q

i

= 	

i

(q; _q; t); (b); (2.12)

q

j

= '

j

(Q;

_

Q; t) (a); _q

j

=  

j

(Q;

_

Q; t) (b): (2.13)

We call these non{point transformations of Lagrangian

variables. It is important to emphasize that to obtain the

transformations (2.12) and (2.13) one must use Hamil-

ton's equations (2.8a) and (2.9a). (This fact is denoted

in (2.11) by the indices H and H). Therefore unlike

canonical transformations (2.6) and (2.7) of phase space,

the form of the relations (2.12) and (2.13) depends

on the expressions for the Hamiltonians H or H, and,

consequently, for Lagrangians L or L. Thus, di�erent

non{point transformations of Lagrangian variables corre-

spond generally to given canonical transformations of the

phase space for di�erent physical systems with the �xed

number of degrees of freedom. Using the terminology of

di�erential geometry, we can say that these transforma-

tions act in the tangent bundle TE of the con�guration

space of a system.

Thus, on the basis of Hamiltonian formalism and un-

der assumption that conditions (2.10) are ful�lled we can
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assert that Lagrange function L(Q;

_

Q; t) and proper La-

grange equations (2.3) can be correlated to every La-

grange function L(q; _q; t) and to equations (2.2) where

variables fq; _qg and fQ;

_

Qg are connected by relations

of the general form (2.12) or (2.13) whose speci�c form

depends generally on the choice of L or L.

The questions arise: how can one construct such a bi-

jective correspondence

~

F : TE ! TE; fq; _qg 7! fQ;

_

Qg (2.14)

as well as the connection between Lagrangians L(q; _q; t)

and L(Q;

_

Q; t) without using canonical formalism? Inas-

much as in these relations the form of L (or L) and, cor-

respondingly, the form of Lagrange equations for func-

tions q

j

(t) (or Q

i

(t)), is reected, the problem may be

formulated as follows.

Let M be the set of the functions t 7! q(t) =

fq

1

(t); : : : ; q

r

(t)g, t 2 R, which are solutions of the given

set of second{order di�erential equations of motions that

can be considered as the set of Euler{Lagrange equa-

tions for the variational principle with Lagrangian L (the

set of equations of motion in mechanics). Let, further,

t 7! Q(t) = fQ

1

(t); : : : ; Q

r

(t)g, t 2 R, be new functions

introduced by means of relations (2.12a) or (2.13a). The

task is as follows:

1

�

. To construct the map (2.14) and the equations for

the functions Q

i

(t);

2

�

. To �nd the Lagrangian L(Q;

_

Q; t) for which the

Euler{Lagrange equations coincide with the equations

for Q

i

(t).

As it had been noted in the Introduction, the non{

point transformations of the form (2.12) and (2.13) arise

inevitably in the relativistic direct interaction theory

in the framework of single{time three{dimensional La-

grangian and Newtonian formalisms [1{4]. This is a con-

sequence of the noninvariance of the notion of the simul-

taneity of spatially separated events with respect to the

Poincar�e group, on the one hand, and of using this notion

in all Lorentz reference frames, on the other. In such an

approach to the construction of the relativistic mechan-

ics of an interacting particle system, transition from the

\old" simultaneity to the \new" one is needed. When

considering an in�nitesimal Lorentz transformation, this

transition is performed by means of an in�nitesimal shift

along particle world lines, which gives rise to derivatives

_x

i

a

in the formulae for transformations of particle coor-

dinates x

i

a

(a = 1; : : : ; N ; i = 1; 2; 3) [1{4]. This fact, as

well as the problem of the construction of the Lagrangian

relativistic center{of{mass variables [5], stimulated the

author to investigate the problem of the non{point trans-

formations in classical mechanics.

III. NON{POINT TRANSFORMATIONS IN

DIFFERENTIAL EQUATIONS

Let functions q

i

(t) (i = 1; : : : ; r) satisfy the set of r

second{order di�erential equations:

f

k

(q; _q; �q; t) = 0; k = 1; : : : ; r: (3.1)

Supposing that the determinant det k@f

k

=@q

i

k 6= 0, we

may deal with the set of equations

�q

j

� �

j

(q; _q; t) = 0; j = 1; : : : ; r; (3.2)

instead of (3.1). We consider the �rst part of the prob-

lem formulated in Section II (i.e. the problem 1

o

) in two

cases:

(A) the relations (2.12a) are given;

(B) the relations (2.13a) are given.

In case (A) the solution of the problem is obtained

easily. Di�erentiating (2.12a) by t we �nd

_

Q

j

�

d�

j

(q; _q; t)

dt

= Z

j

(q; _q; �q; t): (3.3)

Using here (3.2) we come to (2.12b). In order to �nd the

relations (2.13) which are inverse to (2.12) we suppose

that in the arbitrary point (t; q; _q) 2 R�TE the condition

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

@�

1

@q

1

: : :

@�

1

@q

r

@�

1

@ _q

1

: : :

@�

1

@ _q

r

.

.

.

.

.

.

.

.

.

.

.

.

@�

r

@q

1

: : :

@�

r

@q

r

@�

r

@ _q

1

: : :

@�

r

@ _q

r

@	

1

@q

1

: : :

@	

1

@q

r

@	

1

@ _q

1

: : :

@	

1

@ _q

r

.

.

.

.

.

.

.

.

.

.

.

.

@	

r

@q

1

: : :

@	

r

@q

r

@	

r

@ _q

1

: : :

@	

r

@ _q

r

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

6= 0 (3.4)

for the Jacobian of the transformations (2.12) is ful�lled.

Then, solving the set of equations (2.12) with respect to

q

i

; _q

i

we obtain the formulae (2.13).

The di�erential equations for Q

j

(t) can be obtained in

two equivalent ways. The �rst one consists in di�eren-

tiating equations (2.13a) by t followed by equating the

right{hand parts to the corresponding expressions in the

right{hand parts of relations (2.13b). The second way

consists in the di�erentiation of equalities (2.12b) by t,

followed by using the equations (3.2) and (2.13) in the

right{hand parts.

Problem (B) is more complicated: in this case the re-

lations

_q

i

�

d'

i

(Q;

_

Q; t)

dt

= �

i

(Q;

_

Q;

�

Q; t) (3.5)

cannot be derived directly to form (2.13b) because

second{order di�erential equations for Q(t) allowing to

express Q

j

(t) in terms of fQ;

_

Qg, are unknown. Di�er-

entiating (3.5) by t once more and using (3.2) in the

3
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left{hand part, and then (2.13a) and (3.5), we obtain a

certain set of third{order equations for Q

j

(t),

~

F

k

(Q;

_

Q;

�

Q;

:::

Q; t) = 0; k = 1; : : : ; r: (3.6)

Inasmuch as the latter equations are the consequence of

Eqs. (3.2) and (2.13a), each solution fQ

1

(t); : : : ; Q

r

(t)g

of Eqs. (3.6) may be regarded as a counterpart of the

initial functions fq

1

(t); : : : ; q

r

(t)g corresponding to non{

point transformations of the form (2.14), one half of

which is given by (2.13a) and the second half is to be

found. To solve the latter task we can try to construct a

certain set of second{order equations

F

k

(Q;

_

Q;

�

Q; t) = 0; (3.7)

which have solutions fQ

1

(t); : : : ; Q

r

(t)g satisfying also

Eqs. (3.6). Supposing that the set of equations (3.7) can

be solved with respect to variables Q

i

, we can write

Eqs. (3.8) in the form of

�

Q

i

�M

i

(Q;

_

Q; t) = 0; k = 1; : : : ; r; (3.8)

and reduce problem (B) to problem (A).

Now the question arises in what way equations (3.7)

can be constructed. To begin with we notice that gen-

eral solution of Eqs. (3.6) contains 3r arbitrary constants

of integrations, whereas such a solution of Eqs. (3.7) is

determined by 2r constants. Therefore to exhaust all pos-

sible solutions of Eqs. (3.6) a certain class of Eqs. (3.7)

which can be parametrized by r arbitrary constants

should be considered.

We consider now some ways of constructing equations

(3.7). One of the possibilities consists in �nding r �rst in-

tegrals of set (3.6). Corresponding equations of the type

(3.7) will contain r arbitrary constants C

i

(i = 1; : : : ; r).

Each choice of numerical values of the constants deter-

mines a certain map (2.14). If these constants are not

�xed they will enter relations (2.12) and (2.13) as pa-

rameters, and we obtain r{parametric class of non{point

transformations.

We can come to an analogous conclusion on the basis

of another reason. If the functions q

i

(t) are considered

to be known then relations (2.13a) can be regarded as

the set of the �rst{order di�erential equations for un-

known functions Q

j

(t). The set of the solutions of this

set contains r arbitrary constants C

i

.

Let us note one more way to solve problem (B). Let

given functions '

i

(Q;

_

Q; t) de�ne the relations (2.13a)

and functions �

j

(q; _q; t) to be sought de�ne unknown in-

verse equalities (2.12a). Then, taking into account (3.2)

we have:

_

Q

i

=

@�

i

@q

k

_q

k

+

@�

i

@ _q

k

�

k

(q; _q; t) +

@�

i

@t

: (3.9)

Inserting (3.8) into (2.13a) we obtain

q

j

= '

j

�

�(q; _q; t);

@�

@q

k

_q

k

+

@�

@ _q

k

�

k

(q; _q; t) +

@�

@t

; t

�

:

(3.10)

The equalities (3.10) form a set of �rst{order partial dif-

ferential equations which may be used as a basis for �nd-

ing the functions �

j

(q; _q; t).

It should be noticed that problem (B) can be reduced

to problem (A) in the important (from the physical point

of view) case of such in�nitesimal transformations which

are non{point transformations owing only to small terms.

Indeed, let equations (3.2) be given and let formulae

(2.13a) have the form

q

i

= '

(0)

i

(Q; t) + �

k

i

'

(1)

k

(Q;

_

Q; t); (3.11)

where �

k

i

(i; k = 1; : : : ; r) are small parameters. Then the

arguments of the functions '

(1)

k

can be expressed through

q and _q by the equalities

Q

j

� �

(0)

j

(q; t);

_

Q

j

�

d�

(0)

j

dt

� �

(0)

(q; _q; t);

in which �

(0)

j

(q; t) de�ne point transformations that are

inverse to the zero{approximation in (3.11). Solving the

algebraic set of equations, obtained in this way from

(3.11), with respect to Q

j

we �nd in the �rst approx-

imation the equalities of the type (2.12a):

Q

j

� �

(0)

j

(q; t) + �

k

i

�

(1)

k

(q; _q; t): (3.12)

We will illustrate the above by a simple example. Let

function x(t) satisfy the equation of motion

�x+ x = 0 (3.13)

and let problem (A) be formulated by setting the trans-

formation

X =

1

2

(x� _x): (3.14)

Taking into account equation (3.13), we obtain:

_

X =

1

2

(x+ _x): (3.15)

From the set of equations (3.14) and (3.15) we �nd the

inverse transformations

x = X +

_

X (a); _x =

_

X �X (b): (3.16)

Di�erentiating equality (3.15) by t and using (3.13) and

(3.16) we obtain the equation for the function X(t):

4
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�

X +X = 0: (3.17)

We will consider now problem (B), i.e. we set transfor-

mation (3.16a) for the functions x(t) which satisfy equa-

tion (3.13). Three methods described above will be used.

1. Using relation (3.16a) in (3.13) we obtain the third{

order equation for function X:

:::

X

+

�

X +

_

X +X = 0: (3.18)

It is easy to see that each solution of the second{order

equation

�

X +X � 2Ce

�t

= 0; (3.19)

where C is an arbitrary constant (the �rst integral of

Eq. (3.18)), satis�es also Eq. (3.18). Therefore, Eq. (3.19)

may be used now to construct the sought map (x; _x) 7!

(X;

_

X) in the same way as in problem (A). Di�erentiat-

ing (3.16a) and using (3.19) we �nd:

_x =

_

X �X + 2Ce

�t

: (3.20)

The transformations which are inverse to (3.16a) and

(3.20) have the form:

X =

1

2

(x� _x) +Ce

�t

(a);

_

X =

1

2

(x+ _x)�Ce

�t

(b): (3.21)

Thus, the solution of problem (B) leads in our example to

one{parametric class of transformations (3.16a), (3.20),

and (3.21). Speci�cally, choosing C = 0 we return to the

relations (3.14){(3.16).

2. Let us consider relation (3.16a) as the di�erential

equation for the functionX(t) with a given function x(t).

Integrating this equation by the method of variation of

constant we �nd the relation

X = e

�t

Z

x(t)e

t

dt+Ce

�t

; (3.22)

where C is an integration constant. Double integration

in equality (3.22) by parts and use of the equation (3.13)

leads to relations (3.21).

3. Looking for the variable X in the form X =

�(x; _x; t) and taking into account (3.13) we can trans-

form (3.16a) as follows:

� + _x

@�

@x

� x

@�

@ _x

+

@�

@t

= x: (3.23)

General solution of the latter equation has the form

� = �

1

2

( _x� x) + �

0

(E ; z � t)e

�z

; (3.24)

where �

0

is an arbitrary function of two arguments,

E = x

2

+ _x

2

; z = arcsin(x=

p

E): (3.25)

Owing to equation (3.13) E is a constant, dz=dt = 1, and

z� t = const. Therefore, �

0

(E ; z� t)e

�z

= e

�t

const and

Eq. (3.24) coincides with (3.21a).

We will make two terminological remarks.

Remark 1 . We have seen that the set of equations

(3.7) is the consequence of the sets (3.2) and (2.12a) or

(2.13a) and, vice versa, the set (3.2) may be considered as

the consequence of the sets (3.7) and (2.12a) or (2.13a).

Then, accordingly to the de�nition formulated in [8] each

of the sets of �rst{order equations (2.12a) and (2.13a) is

a B�acklund transformation connecting the sets (3.2) and

(3.7).

Remark 2 . Let t 2 R, q = fq

i

g, v = fv

i

g, w = fw

i

g,

(i = 1; : : : ; r) be the coordinates of a point of the 3r{

dimensional space E, and let K be the manifold in R�E

which is de�ned by the set of equations:

w

j

� �

j

(q; v; t) = 0; j = 1; : : : ; r: (3.26)

The transformations in R� E

� : (q; v; w; t) 7! (Q; V;W; t) (3.27)

are called tangent transformations with respect to the

manifold K if they maintain on K the relations:

dq

i

� v

i

dt = 0; dv

i

� w

i

dt = 0 (i = 1; : : : ; r): (3.28)

We call the transformations

Q

i

= �

i

(q; v; t); V

i

= 	

i

(q; v; t) (3.29)

tangent transformation with respect to the set of equa-

tions (3.2) if they are induced in K by transformations

(3.27), which are tangent transformations with respect to

manifoldK [9,10]. Thus we can say that relations (2.12)

and (2.13), which are constructed in one of the ways con-

sidered above, de�ne the tangent transformations with

respect to the set of equations (3.2). In accordance with

the results of [11] they cannot be tangent transforma-

tions in the whole space R� E.

IV. NON{POINT TRANSFORMATIONS IN

HAMILTON'S VARIATIONAL PRINCIPLE

We assume now that the second{order equations (3.2)

are the Euler{Lagrange equations (2.2) for Hamilton's

variational principle

�I � �

t

2

Z

t

1

L(q; _q; t) dt = 0 (4.1)

5
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with the conditions

�q

i

(t

1

) = �q

i

(t

2

) = 0; i = 1; : : : ; r: (4.2)

Using in (4.1) relations (2.13a) and (3.5) we obtain the

equality

�

t

2

Z

t

1

~

L(Q;

_

Q;

�

Q; t) dt = 0; (4.3)

where

~

L(Q;

_

Q;

�

Q; t) = L(q; _q; t)

= L

�

'(Q;

_

Q; t); �(Q;

_

Q;

�

Q; t)

�

: (4.4)

Inasmuch as

�q

i

=

@'

i

@Q

j

�Q

j

+

@'

i

@

_

Q

j

�

_

Q

j

; (4.5)

the su�cient conditions for satisfying (4.2) are:

�Q

j

(t

1

) = �Q

j

(t

2

) = 0; �

_

Q

j

(t

1

) = �

_

Q

j

(t

2

) = 0: (4.6)

If one requires that conditions (4.2) are preserved for ar-

bitrary functions '

i

, equalities (3.5) are also necessary

conditions.

Transformations (2.13a) and (3.5) should be applied

in the action integral (4.1) not only to the extremals

of the functional I (i.e. to the solutions of the second{

order equations (2.2)), but to arbitrary functions q

i

(t) 2

C

1

[t

1

; t

2

]. It is the reason why the derivatives

�

Q

k

can-

not be eliminated in (4.3). Therefore we come to the

variational principle with higher derivatives, �rst inves-

tigated by M. Ostrogradsky. Corresponding equations of

extremals, i.e. the Euler{Ostrogradsky equations, are as

follows:

�

j

~

L �

d

2

dt

2

@

~

L

@

�

Q

j

�

d

dt

@

~

L

@

_

Q

j

+

@

~

L

@Q

j

= 0: (4.7)

In general they are fourth{order equations.

The following theorem holds here:

Theorem 1 If functions q

i

(t) are extremals for the vari-

ational principle (4.1), (4.2), then functions Q

j

(t), which

are connected with q

i

(t) by formulae (2.13a) and (3.5),

are extremals for the variational principle (4.3), (4.6).

The proof (see Appendix 1) consists in establishing the

equality

�

j

~

L =

d

dt

(

@q

i

@

_

Q

j

�

d

dt

@L

@ _q

i

�

@L

@q

i

�

)

�

@q

i

@Q

j

�

d

dt

@L

@ _q

i

�

@L

@q

i

�

; (4.8)

from which the above theorem follows directly.

Remark 3 . The applications of transformations (2.13a)

and (3.5) to the Euler{Lagrange equations (2.2) without

elimination of third derivatives

:::

q

i

by the method of the

Section III leads to the third{order equations (3.6) for

functions Q

j

(t). At the same time the use of these trans-

formations in the variational principle (4.1), (4.2) re-

sults in fourth{order equations (4.7) for extremals. Inas-

much as these two sets of di�erential equations are con-

sequences of the same equations (2.2) for q

i

(t) and the

same transformations (2.13a) and (3.5), we conclude that

they should have a common set M

(3)

of solutions, which

is a subset of the set M

(4)

containing all solutions of

the equations (4.7): M

(3)

� M

(4)

. In other words, the

application of non{point transformations in the varia-

tional principle leads to wider class of functions Q

j

(t)

associated with initial functions q

i

(t) in comparison with

transformation of the Euler{Lagrange equations.

In the example considered above, the Lagrangian

L =

_x

2

2

�

x

2

2

(4.9)

corresponds to equation (3.13). It follows from (3.16a)

that the transformed Lagrangian and the corresponding

Euler{Ostrogradsky equation have the form

~

L =

1

2

�

X

2

�

1

2

X

2

+

d

dt

 

_

X

2

�X

2

2

!

; (4.10)

(4)

X

�X = 0: (4.11)

Every solution of (3.18) or (3.19) satis�es also equation

(4.11). Taking into account that because of the identity

�

j

df(Q;

_

Q; t)

dt

= 0; (4.12)

(where f is an arbitrary function) the addition of the

total time{derivative to Lagrangian does not change the

equations (4.7), we can drop the last term in (4.10).

V. CONNECTION BETWEEN STANDARD

LAGRANGIANS ASSOCIATED WITH

NON{POINT TRANSFORMATIONS

We suppose now (just as in Section IV) that equa-

tions (3.1) or (3.2) are Euler{Lagrange equations (2.2)

for the variational principle with the standard, in clas-

sical mechanics, Lagrangian L(q; _q; t). Let, further, the

6
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connection between new and old variables be expressed

by non{point transformations (2.12) or (2.13) which are

constructed on the basis of (2.12a) or (2.13a), respec-

tively, with use of equations (2.2). Then a question arises:

how can one �nd the standard Lagrangian L(Q;

_

Q; t) for

which the Euler{Lagrange equations (2.3) coincide with

new second{order equations (3.7) or (3.8)?

As it was noted in Section IV, function L to be found

cannot be obtained by means of direct elimination of

accelerations from Lagrangian

~

L (4.4) with the use of

equations (2.3) or (3.7) [12]. The reason resides in the

fact that these equations themselves are consequences of

variational principle

�I � �

t

2

Z

t

1

L(Q;

_

Q; t) dt = 0 (5.1)

in which the action integral I is de�ned not only on its

extremals but on arbitrary functions Q

k

(t) 2 C

1

[t

1

; t

2

].

Nevertheless the following theorem holds:

Theorem 2 Let the non{point transformations (2.12)

and (2.13) be given on the set of functions q

i

(t) which

are, according to (4.1), extremals of the functional I; let,

furthermore, function F = F (q;Q; t) be an arbitrary so-

lution of the set of the partial di�erential equations

@F (q;Q; t)

@q

i

=

@L

@ _q

i

�

�

�

�

(q;Q; t)

; (5.2)

where in right{hand side the partial di�erentiation is

followed by elimination of all variables _q

i

in terms of

(q;Q; t) using equations (2.12a): _q

i

= X (q;Q; t). Then

functions Q

j

(t) form the set of solutions of Euler{

Lagrange equations for the Lagrangian

L(Q;

_

Q; t) = L

�

'(Q;

_

Q; t);  (Q;

_

Q; t); t

�

�

dF (q;Q; t)

dt

�

�

�

�

(Q;

_

Q; t)

; (5.3)

where in right{hand side the variables q

i

and _q

i

are ex-

pressed in terms of (Q;

_

Q; t) on the basis of the equalities

(2.13).

The proof of Theorem 2 is based on the Lemma:

Lemma 1 The function L, de�ned by formula (5.3),

satis�es the equality

@L

@

_

Q

j

= �

@F

@Q

j

�

�

�

�

(Q;

_

Q; t)

: (5.4)

Here relations (2.13a) should be used after di�erentiat-

ing. The proof of the Lemma is given in Appendix 2.

To prove Theorem 2 (see Appendix 3) it is su�cient

to show that the action of the Euler{Lagrange operator

on the function L (5.3) gives zero if the functions q

i

(t)

satisfy the Euler{Lagrange equations (2.2).

As an example, the transformed Lagrangian L will

be constructed which corresponds to initial Lagrangian

L (4.9) and to transformations (3.16a) and (3.20). The

equation (5.2) is as follows:

@F (x;X; t)

@x

= x� 2X + 2Ce

�t

; (5.5)

its general solution has the form

F (x;X; t) =

1

2

x

2

� 2Xx + 2Ce

�t

x+ F

0

(X; t); (5.6)

where F

0

(X; t) is an arbitrary function (the general

solution of corresponding homogeneous equation). The

derivative dF=dt can be expressed as follows:

dF

dt

�

�

�

�

(X;

_

X; t)

= �

_

X

2

+X

2

� 4Ce

�t

X

�

d

dt

�

2X

2

� 2Ce

�t

X + 2C

2

e

�2t

� F

0

(X; t)

�

: (5.7)

Using formula (5.3) and dropping the total derivative in

(5.7) we obtain:

L =

_

X

2

�X

2

+ 4Ce

�t

X: (5.8)

The corresponding Euler{Lagrange equation is identical

to (3.19).

Remark 4 . After the elimination of variables (q; _q)

in formula (5.3) by means of equalities (2.13) the last

term of this formula is no more a total time{derivative

and, therefore, it is essential for de�ning of Lagrangian

L(Q;

_

Q; t). The general solution of the set of nonhomo-

geneous di�erential equations (5.2) contains an arbitrary

function F

0

(Q; t) as an additional term, for which the

transformation is irrelevant. Thus, the expression dF

0

=dt

in (5.3) preserves the sense of total time{derivative and

has no inuence on the form of Euler{Lagrange equa-

tions. It should be also noted that the ambiguity of F

and L caused by the term F

0

can be removed by the nat-

ural requirement that the inverse transition L(Q;

_

Q; t)!

L(q; _q; t) results in the initial expression for L. Of course,

the derivative

df(Q; q; t)

dt

= �

dF (q;Q; t)

dt

(5.9)

will be present in the corresponding formula (5.3) for L

and, therefore, f(Q; q; t) = �F (q;Q; t) (up to an arbi-

trary constant). The latter equality allows to �x unam-

biguously the function F

0

(Q; t) as well as its counterpart

f

0

(q; t). Speci�cally, in our example we �nd

7
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f(X;x; t) = 2xX �X

2

+ f

0

(x; t): (5.10)

Here the formula of the type (5.2) and equalities (5.8)

and (3.14) have been used. Comparing (5.10) and (5.6)

we obtain

F

0

(X; t) = X

2

; f

0

(x; t) =

1

2

x

2

� 2Ce

�t

x; (5.11)

and, �nally,

F (X;x; t) =

1

2

x

2

� 2xX +X

2

+ 2Ce

�t

x: (5.12)

Remark 5 . Theorem 2, which was formulated without

reference to the Hamiltonian formalism, can be consid-

ered as a reection of well known relations in the theory

of canonical transformations. Indeed, it follows from def-

inition of canonical momenta

p

i

=

@L

@ _q

i

; P

j

=

@L

@

_

Q

j

(5.13)

that equalities (5.2) and (5.4) can be rewritten as follows

p

i

=

@F

@q

i

; P

j

= �

@F

@Q

j

: (5.14)

Here F (q;Q; t) has the sense of the generating function

of the canonical transformation (q; p; t) 7! (Q;P; t), for

which the well known conditions take place:

p

i

_q

i

� P

i

_

Q

i

=

dF

dt

�

@F

@t

; (5.15)

H(Q;P; t)�H(q; p; t) =

@F

@t

: (5.16)

Combining relations (5.14) and (5.15) with Legendre

transformation

L = p

i

_q

i

�H; L = P

j

_

Q

j

�H (5.17)

we obtain equality (5.3).

In our example canonical transformations correspond-

ing to function (5.12) have the form:

X =

x� p

2

+Ce

�t

; P = p+ x� 2Ce

�t

: (5.18)

VI. DISCUSSION

The �rst question which should be discussed is the

meaning of the function F (q;Q; t), which has been intro-

duced in Section V.

We note �rst of all that the right{hand sides of

Eqs. (5.2) are de�ned by Lagrangian L as well as by

the functions X

i

(q;Q; t) which can be found, in their

turn, from non{point transformations (2.12). Taking into

account that the latter transformations follow (when L

is given) equalities (2.12a) or (2.13a), we conclude: re-

lations (2.12a) or (2.13a) together with the initial La-

grangian de�ne the structure of the set of equations (5.2)

and, therefore, the function F (q;Q; t) (up to an arbitrary

additive term F

0

(Q; t)).

On the other hand, if function F (q;Q; t) and La-

grangian L(q; _q; t) are given we may consider (5.2) as

a set of equations allowing to �nd the functions Q

i

=

�

i

(q; _q; t). Solving these equations and using the meth-

ods of Sec. III leads to the complete set of non{point

transformations (2.12) and (2.13). Therefore, the func-

tion F (q;Q; t) may be called generating function of

these transformations. Nevertheless, this term should

not be interpreted conditionally inasmuch as its mean-

ing di�ers somewhat from that typical for generating

function F (q;Q; t) of canonical transformations. The

function F (q;Q; t) de�nes canonical transformation in

the 2r{dimensional phase space of an arbitrary system

completely, whereas �nding transformations (2.12) and

(2.13) requires additionally the knowledge of the La-

grangian L(q; _q; t). Thus, some totality of transforma-

tions of the type (2.12) or (2.13) corresponds to the given

function F (q;Q; t). It follows from Eqs. (5.2) that the

di�erence between such transformations arises in cases

when Lagrangians of two systems with the same num-

ber of degrees of freedom have a di�erent dependence on

velocities. Inasmuch as the structures of free{particle La-

grangians coincide for all systems with a �xed number of

degrees of freedom, the above mentioned di�erence has

place when interaction depends on velocities and the de-

pendence di�ers for two interaction Lagrangians. Such a

situation occurs, especially, in quasirelativistic mechanics

of particle systems [3]. For instance, post{Newtonian La-

grangians for electromagnetic and gravitational interac-

tions (i.e. the Darwin's and Fichtenholtz's Lagrangians)

have essentially di�erent structure. In such cases di�erent

non{point transformations in Lagrangian and Newtonian

formalisms correspond to the same canonical transforma-

tions in Hamiltonian formalism.

The second point worth noting is the connection be-

tween the standard Lagrangians L(q; _q; t) and L(Q;

_

Q; t)

when the variables (q; _q) and (Q;

_

Q) are connected by

non{point transformations (see Theorem 2). It follows

from our results that the assertion of [15] about the lack

of such a connection is not accurate. This connection

does not exist, in fact, in the action integral I and in

variational principle (5.1) because transformations (2.12)

and (2.13) hold only for extremals of the functional. Nev-

ertheless, in accordance with equality (5.3), a new stan-

dard Lagrangian L can be constructed, and the corre-

sponding new equations of motion, as well as conser-

vation laws in terms of new variables, can be formu-

lated in the framework of the Lagrangian formalism.The

Lagrangian L(Q;

_

Q; t) is not the result of the elimina-

tion of the second derivatives

�

Q

j

in the Ostrogradsky

8
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Lagrangian

~

L(Q;

_

Q;

�

Q; t) (see Section IV) which is ob-

tained by means of mapping (q; _q) 7! (Q;

_

Q;

�

Q) without

using the initial Euler{Lagrange equations. These �nal

remarks indicate a subtle distinction between point and

non{point transformations in the Lagrangian formalism.

I should like to thank Yu. B. Kluchkovskyi, R. Ya. Ma-

tsyuk, and V. I. Tretyak for many interesting and useful

discussions.

Appendix 1

The proof of equality (4.8) consists in the transforma-

tion of the expression

�

j

~

L �

d

2

dt

2

@

~

L

@

�

Q

j

�

d

dt

@

~

L

@

_

Q

j

+

@

~

L

@Q

j

(A1.1)

using (2.13a) and (4.4). We remember that the use of

(2.13b) would be incorrect in the variational principle

(4.1) or (4.3) and in the Eqs. (4.7) before solving the

latter to �nd extremals.

Equalities (2.13a) and (3.5) imply the formula

_q

i

=

@q

i

@Q

k

_

Q

k

+

@q

i

@

_

Q

k

�

Q

k

+

@q

i

@t

(A1.2)

from which it follows that

@ _q

i

@

�

Q

j

=

@q

i

@

_

Q

j

; (A1.3)

@ _q

i

@

_

Q

j

=

d

dt

@q

i

@

_

Q

j

+

@q

i

@Q

j

; (A1.4)

and

@ _q

i

@Q

j

=

d

dt

@q

i

@Q

j

: (A1.5)

Using relations (A1.3){(A1.5) we obtain the following:

d

2

dt

2

@

~

L

@

�

Q

j

=

d

2

dt

2

 

@L

@ _q

i

@ _q

i

@

�

Q

j

!

=

d

2

dt

2

 

@L

@ _q

i

@q

i

@

_

Q

j

!

=

d

dt

"

@q

i

@

_

Q

j

d

dt

�

@L

@ _q

i

�

+

@L

@ _q

i

d

dt

 

@q

i

@

_

Q

j

!#

; (A1.6)

d

dt

@

~

L

@

_

Q

j

=

d

dt

 

@L

@q

i

@q

i

@

_

Q

j

+

@L

@ _q

i

@ _q

i

@

_

Q

j

!

=

d

dt

"

@L

@q

i

@q

i

@

_

Q

j

+

@L

@ _q

i

 

d

dt

@q

i

@

_

Q

j

+

@q

i

@

_

Q

j

!#

; (A1.7)

@

~

L

@Q

j

=

@L

@q

i

@q

i

@Q

j

+

@L

@ _q

i

@ _q

i

@Q

j

=

@L

@q

i

@q

i

@Q

j

+

@L

@ _q

i

d

dt

@q

i

@Q

j

=

d

dt

�

@L

@ _q

i

@q

i

@Q

j

�

+

@q

i

@Q

j

�

@L

@q

i

�

d

dt

@L

@ _q

i

�

: (A1.8)

Inserting (A1.6){(A1.8) into (A1.1) we obtain (4.8).

Appendix 2

We prove the Lemma expressed by the relation

@L

@

_

Q

j

= �

@F

@Q

j

�

�

�

�

(Q;

_

Q; t)

(A2.1)

where L is presented by equality (5.3) and function F satis�es equation (5.2). To do that it is su�cient to carry out

the formal transformations in the left{hand side of the relation (A2.1) using (5.3), (2.2), and (5.2):

@L

@

_

Q

j

=

@L

@q

i

@q

i

@

_

Q

j

+

@L

@ _q

i

@ _q

i

@

_

Q

j

�

@

@

_

Q

j

(

dF

dt

�

�

�

�

(Q;

_

Q; t)

)

; (A2.2)
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@L

@q

i

=

d

dt

@L

@ _q

i

=

d

dt

@F

@q

i

=

@

2

F

@q

i

@q

k

_q

k

+

@

2

F

@q

i

@Q

k

_

Q

k

+

@

2

F

@t@q

i

; (A2.3)

@

@

_

Q

j

(

dF

dt

�

�

�

�

(Q;

_

Q; t)

)

=

@

@

_

Q

j

(

�

@F

@q

k

_q

k
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Inserting (A2.3), (5.2), and (A2.4) into (A2.2) we see that the relation (A2.1) is true.

Appendix 3

The proof of Theorem 2 is based on the use of relations (5.4) and (5.3) which allow to present the left{hand side

of Euler{Lagrange equations (2.3) as follows:
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Taking into account Eqs. (2.2) we �nd
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Also, we have
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Inserting (A3.2) and (A3.3) into (A3.1) and performing necessary calculations one can see that the right{hand side

of equality (A3.1) becomes into zero. This completely proves Theorem 2.
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NON{POINT TRANSFORMATIONS IN CLASSICAL MECHANICS

NETOQKOV� PERETVORENN� U KLASIQN��MEHAN�C�

R. P. �a�da

�nstitut f�ziki kondensovanih sistem NAN UkraÝni,

vul. Svnc�c~kogo, 1, L~v�v, 290011, UkraÝna

Dosl�d�eno problemu zastosovnosti netoqkovih peretvoren~ u la�ran�evomu� n~�tonovomuformal�z-

mah klasiqnoÝ mehan�ki.C� peretvorenn� v�dpov�da�t~ netoqkovim kanon�qnim peretvorenn�m � nale�at~

do klasu peretvoren~, dotiqnih do zadanoÝ sistemi diferenc��nih r�vn�n~ drugogo por�dku. Rozgl�nuto

metodi pobudovitakihperetvoren~.Dovedenodv� teoremipro netoqkov� peretvorenn� u var��c��nomuprin-

cip� Gam�l~tona � pro sp�vv�dnoxenn� m�� peretvorenim � vih�dnim la�ran���nami. Obgovoreno zv'�zok

otrimanih rezul~tat�v z kanon�qnimi peretvorenn�mi gam�l~tonovogo formal�zmu. Zagal~n� rezul~tati

pro�l�strovano prostim prikladom.

11


