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In the extragalactic gravitational lens system several images of a distant quasar are observed
through a foreground galaxy. The observation of light curves of different quasar images provides
an important information about the central quasar region. We perform statistical simulations of
the light curves of the microlensed images to estimate a feasibility to distinguish source models
with different brightness profiles. Two cases of mass distribution in the foreground lensing galaxy
are studied: (i) random distribution of stars represented by single point masses and (ii) analogous
distribution of double stars. We found that the difference between light curves for the accretion
disk and Gaussian source model of the same radius can reach up to 8% in some cases. If we fit the
accretion disk and the limb darkening source models with the Gaussian surface brightness profile
and the size is allowed to be not the same, then that this difference can be decreased to 7% and
2.6%, respectively. A comparison of the results shows that the difference between cases (i) and (ii)
is at the limit of statistical relevance, though some light curves may differ considerably.
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I. INTRODUCTION

In a gravitational lens system (GLS) there is a gravi-
tating object (galaxy, cluster, isolated star, etc.) near the
line of sight to a distant source. The gravitational field
of this object (“gravitator”) acts as an optical lens: it
creates several source images, distorts these images and
amplifies their brightness. Observation of the source im-
age distortions in GLS and the image light curves yields a
unique information concerning the gravitator and about
the source structure.

In this paper we pay a main attention to extragalac-
tic GLSs which typically have several macro-images of
one quasar. The light from the quasar corresponding to
different images passes through the lensing galaxy in
different regions. The gravitational field of the lensing
galaxy in these regions, which is formed by gravitational
fields of separate stars, is highly inhomogeneous; it cre-
ates a huge caustic network in the source plane. Because
of this inhomogeneity every macro-image is a collection
of a number of micro-images that cannot be resolved in
observations. The relative motion of the source and the
gravitator leads to considerable changes of brightness of
every macro-image; typical timescales of these changes
vary from days to months. Local gravitational fields of
the lensing galaxy on the lines of sight of the differ-
ent macro-images are practically independent. Therefore
the microlensing brightness variations in different macro-
images are also independent; this enables one to distin-
guish the microlensing effects in observations from the
proper brightness variations of the quasar itself.

Sometimes a considerable brightness enhancement in
some micro-image occurs which is referred to as a high
amplification event (HAE); it is associated with an in-

tersection of the GLS caustic by the source. One of im-
portant applications of HAE deals with a possibility to
study a light distribution over the source in GLS. This
is especially interesting for extragalactic systems in con-
nection with investigation of the central region of distant
quasars. The idea, first proposed by Grieger, Kayser and
Refsdal [1], appeals to an approximate formula of flux
amplification during HAE, which contains a few fitting
parameters arising in the linear caustic approximation of
the lens equation. This makes possible estimations of cer-
tain GLS characteristics, in particular, the source size [1].
For example, in case of well known GLS Q2237+0305
(Einstein Cross) several HAEs was observed [2–4] and
the estimates of the source size have been obtained with-
in different source models [5–11], see also [5–7,12–17].

Under the assumption that some HAE is attributed
just to the fold caustic crossing in the source plane, in
case of a sufficient photometric accuracy it is possible
to estimate additional parameters that arise in the post-
linear approximations of the lens equation [18, 19]. For
example, taking into account additional parameters in
the expansion of the lens equation near the fold allows
one to reduce χ2 by 30% to obtain an optimal value in
case of fitting [18] the HAE light curve of one of the im-
ages of Q2237+030 GLS (Einstein Cross). The possibili-
ty do distinguish different source models is also discussed
elsewhere (see, e. g., references in [20]).

The aim of this paper is twofold. First, we compare the
results of simulations with different source models. Sec-
ond, we estimate a difference of statistical characteristics
in case of different mass distributions in the foreground
lensing galaxy: (i) random distribution of single stars rep-
resented by single equal point masses and (ii) analogous
distribution of binary stars having in mind that much
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of the stars are in binary systems. In Section II we out-
line the statement of the problem: the lens equation and
the source models used (Gaussian, power-law and accre-
tion disc models). Section III contains the parameters
of simulations and statistical results of a comparison of
different source models in cases (i) and (ii). In the Dis-
cussion we outline the main problems arising in such a
comparison.

II. GENERAL RELATIONS AND NOTATIONS

A. The lens equation

We assume zero external shear and zero optical depth
of the continuous matter. In case of equal microlensing
masses the lens equation is as follows:

y = x− R2
E

N
∑

i=1

x− xi

|x − xi|2
(1)

where xi is the angular position of the i-th microlens on
the sky, RE is its angular Einstein ring radius:

RE =

√

4GM

c2

Dds

DdDs
(2)

where Ds stands for the observer–source distance, Dd is
observer–deflector distance, Dds is the deflector–source
distance (here we deal with the angular diameter dis-
tances).

In the numerical calculations the “ray-shooting”
method is used, it was initially proposed in [21]. This
method defines an amplification of a source with any
brightness profile [22, 23]; it is very effective and fast.

The enhancement of the basic method is related with
the hierarchical tree-code (see, e. g., [22–24]); though in
our simulations this was not used.

B. Extended source models

One of the main characteristics that have an impact on
the amplification of the microlensed source is its bright-
ness profile — the distribution of brightness over the
source disk. Quasars that are microlensed by stars of
the deflecting galaxy have still directly unresolvable sur-
face brightness distributions. So it is interesting to study
whether we can distinguish different source models using
microlensing observations on account of modern accura-
cy of photometric observations.

To compare models with diverse brightness distribu-
tion one must use the same parameter that characterizes
the size of a source. The most general is the r. m. s. ra-
dius. However, for slowly decreasing brightness profile
(e. g., if for large |y| we have I(y) ∼ |y|−α, α ≤ 4) the
r. m. s. size diverges. The other characteristic can be pro-
posed in terms of the coherence area [25] (see Appendix

1). Though this characteristic is less used in microlens-
ing considerations, it is free from the latter divergence
for large |y|. Although, in this case we may have another
divergence, if I(y) ∼ |y|−β , β ≥ 2 for |y| → 0. Any-
way, in our consideration the choice of a characteristic
size parameter is not essential. Indeed, in the compari-
son of different models one must fit them to observational
data independently yielding different values of size pa-
rameters. This is just the way we follow in Section III C.
Nevertheless, in the previous Section we compare prelim-
inarily the models with the same size parameter. As we
see, this is also quite reasonable because fitting with dif-
ferent parameters in Section III C yields almost the same
results.

In this connection we prefer to use the half-brightness
radius R1/2; it is defined in case of circular symmetric
brightness distributions by the relation:

∫ R1/2

0

I(r)r dr =
1

2

∫

∞

0

I(r)r dr. (3)

The simplest model used for the calculations of light
curves is the Gaussian one:

IG(r) =
1

πR2
exp

[

−
( r

R

)2
]

(4)

where R1/2 = R
√

ln(2), R stands for a size parameter.
The limb-darkening (LD) model with the power in-

dex q (see, e. g., [26]) is mostly appropriate to describe a
stellar surface:

ILD(r) =
q + 1

πR2
Ξ(r/R; q) (5)

where we denoted Ξ(ξ; q) = Θ(1 − ξ2)(1 − ξ2)q , q ≥ 0,
and Θ(x) is the Heaviside step function.

According to (3) for the LD model R1/2 =

R
√

1 − (1/2)1/(q+1). For the fixed r. m. s. radius and
q → ∞, the brightness distribution (5) also tends to the
Gaussian one.

Models (5) and (4) describe a class of compact sources
with a fast brightness decrease. On the contrary, the
power-law models [6,7] describe a slow decrease at large
r:

IPL(r) =
p − 1

πR2

[

1 + r2/R2
]

−p
, (6)

where p > 1 is the power index. Model (6) may be consid-
ered as an alternative to (5). The half-brightness radius

of the source for this model is R1/2 = R
√

21/(p−1) − 1.
Like (5), for the fixed r. m. s. radius and p → ∞, the
brightness distribution (6) tends to the Gaussian one. For
small p we have a “long-range” distribution. Throughout
this paper we choose p = 3/2 in order to have an asymp-
totic behavior analogous to the one of the accretion disc
models (AD, see below).

The linear combinations of distributions (4), (5), (6)
with diverse parameters yield rather a wide class of sym-
metric source models to fit any kind of data. On the other
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hand, (4) may be considered as a fiducial model to deter-
mine some parameters such as the source size and (5, 6)
are useful in the case when in addition we are interested
in the brightness behavior at large r.

The accretion disk (AD) of Shakura–Sunyaev [27] has
a more complicated profile. This model gives the energy
density of the radiation from the accretion disk around
a non-rotating black hole as a function of radius. The
(normalized) brightness distribution is

IAD(r) =
3Rθ(r − R)

2πr3

[

1 −
√

R

r

]

, (7)

here R being the radius of the inner edge of the accre-
tion disk. For this AD model the half-brightness radius is
R1/2 = 4R. This formula describes the total brightness
integrated over all radiation frequencies. The maximum
brightness of (7) is at r = rm = 49R/36. This model has
the same behavior as the PL one (6) with p = 3/2 for
large r while it is different for r ∼ R.

For the blackbody radiation the disc temperature

scales as T ∼ I
1/4
AD , whence the specific intensity is

∼ λ−5(ehc/λT − 1)−1 for the wavelength λ [16] (AD1):

IAD1(r) =
CAD1

R2

[

exp

(

κ1ρ
3/4

(1 − ρ−1/2)1/4

)

− 1

]−1

θ(r − R),

ρ = r/R, (8)

where κ1 = 2.422 and CAD1 ≈ 9.6 is the normalization
factor.

There is a simplified version (AD2) of the previous
distribution [15] that can be defined as

IAD2(r) =
CAD2

R2

[

exp(κ2ρ
3/4) − 1

]

−1

, (9)

ρ = r/R ≥ 1;

as distinct from [15] we introduced the constant κ2 =
1.768 so as to have R1/2/R = 2.021 the same as in case
of (8); in this case the CAD2 = 0.515.

Though intensities (7), (8), (9) are quite different, their
light curves in HAE may look rather similar. For the
illustration we consider a linear caustic approximation
(see, e. g., [28]) for the point source amplification

K(y1, y2) = θ(y2)
√

L/y2 (10)

with the characteristic scaling parameter L = 1. The cor-
responding convolutions of (7), (8), (9) and (4) with (10)
are shown on Fig. 1. The main feature that distinguishes
the accretion disk models from the Gaussian one is the
concavity of the light curve owing to the dark “hole” in
the accretion disk center. We remind, however, that the
linear caustic approximation works well only in the case
of the fold caustic crossing (far from the cusp) by a small
source; therefore a detailed investigation is needed which
must involve more complicated situations.
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Fig. 1. Amplifications of the accretion disk models AD,
AD1, AD2 and the Gaussian model (linear caustic approxi-
mation) as functions of distance Y from the source center to
the caustic. The “lightcurves” for AD1 and AD2 appear to
be almost the same, so we shifted up the AD1 and Gaussian
model curves by unity to avoid overlapping.

III. SIMULATIONS

A. Initial parameters of the simulations

To simulate the light curves we have used the “ray-
shooting” method with a direct calculation of each de-
flection angles. The parameters of numerical integration
along with the parameters of the microlensing field are
presented in Table 1 for microlensing by single microlens-
es and Table 4 for microlensing by binary microlens-
es. In calculations the Einstein ring radius was assumed
RE = 1 for all microlenses. The microlens positions were
chosen in a random way with uniform distribution over
the lens plane. The length of trajectory has been cho-
sen long enough to have the caustic crossings events (far
from the boundaries of the field), and the size of the mi-
crolensing field was chosen large enough to avoid bound-
ary effects.

Parameter Value

Resolution, pixels 1.23× 106

Pixel size 0.01 RE

Source trajectory length 5 RE

Radius of field 70 RE

Microlensing optical depth (σ) [0.1; 0.6]

Table 1. Parameters of simulation.

To compare the light curves for different source models
we used the relative difference value

η = 2 max
t

( |Ki(t) − Kj(t)|
Ki(t) + Kj(t)

)

(11)

where Ki(t) and Kj(t) is an amplification for i-th and j-
th model, respectively, along the trajectory of the source,
which moves uniformly.
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B. Light curves statistics

Here we compare the light curves for Gaussian, PL,
LD, AD and AD2 source models with the brightness
distributions from Section II B. The simulations were
performed for a set of 100 random realizations of the
microlensing field with the microlensing optical depth
σ = 0.3 in order to have a possibility to compare with
some of the results of the papers [29–32]. All the source
models have the same half-brightness radius R1/2, the
light curves for all the source models have been calculat-
ed for the same microlensing fields. All the microlenses
are static. The typical magnification pattern is shown on
Fig. 2; here the speed of source is V = 1.

Fig. 2. The magnification pattern with the trajectory of
the source in the source plane. The source moves from left to
right along the straight line with uniform speed.

Fig. 3. “Light curves”: amplification as a function of time
for various source models that correspond to the magnifica-
tion pattern of Fig. 2.

We present the results of simulations with the same
half-brightness radius R1/2 = 0.21; the power-law index
was p = 3/2 for the “long range” PL model; AD also
corresponds to this class of the power-law asymptotic
dependence. For the LD model we have chosen q = 1.

From the “light curves” on Fig. 3 we observe a signif-
icant difference between the “compact” (LD and Gaus-
sian) and the “long-range” models. The long-range char-
acter of the latter reveals itself even on considerable

distances from the caustics, where we expect that the
brightness of all the sources must have the same behav-
ior as that of a point source. The differences between
these two groups of models are essentially larger than
the differences within each group (e. g. between Gaussian
and LD models). This conclusion is confirmed by the re-
sults of the statistical considerations over 100 realizations
shown in Table 2 for half-brightness radius R1/2 = 0.21
as an example.

i-th model j-th model η

AD Gaussian 0.074 ± 0.0012

AD AD2 0.085 ± 0.002

AD LD 0.091 ± 0.002

AD PL 0.038 ± 0.001

Gaussian AD2 0.073 ± 0.0017

Gaussian LD 0.042 ± 0.001

Gaussian PL 0.073 ± 0.0013

AD2 LD 0.094 ± 0.002

AD2 PL 0.052 ± 0.0012

LD PL 0.090 ± 0.002

Table 2. Relative difference between the light curves in

HAE.

Fig. 4. Magnification pattern with simple caustic crossing
events.

We note that the results of comparison may depend
on the complexity of the caustics involved in our consid-
eration. One can expect, for instance, that in the case of
a complicated caustic crossing (such as the crossing of
the fold caustics in the vicinity of cusp, intersection of
dense aggregations of caustics, etc.) the light curve differ-
ence for various source models may be more significant.
Our previous simulations involved all the possible real-
izations of the microlensing field that may involve such
complicated caustic crossings. However, in the case of a
concrete GLS we deal with a single light curve that may
correspond to a simple caustic crossing which may be
seen from the form of the light curve. Therefore, we may
have a kind of an observational selection. Is it possible
to apply the results of statistical simulations to a single
light curve? So it is necessary to check whether this “com-
plexity” affects the average value of η. In this connection
we considered some modification of our statistical pro-
cedure: we have chosen such realizations rather simply
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(“by eye”) for the fold caustic crossings involved. How-
ever, the numerical results for simple caustic crossing
events (e. g., magnification pattern for such an event is
shown on Fig. 4), appeared to be nearly the same as that
of Table 2. Though we must note that here the statistics
have been worse because of a smaller number of simple
caustic realizations, so this conclusion requires further
verification.

C. Gaussian fittings of the accretion disk and limb
darkening models

The above results concern a comparison of different
models with the same R1/2. However, in reality we do
not know what radius should be used and one may ask
why not to fit a light curve with different size parameters
of different models. Therefore, we must check whether
we can replace one model with a different one with some
other source parameters to get better fitting.

i-th model j-th model η

AD Gaussian (R1/2 = 0.2) 0.07 ± 0.006

LD Gaussian (R1/2 = 0.24) 0.026 ± 0.002

Table 3. Differences between models for fitted curves.

We have fitted the limb-darkening and accretion disk
model light curves with the Gaussian models having dif-
ferent radii. The half-brightness radius of LD and AD
models was R1/2 = 0.21RE and that of the Gaussian

source varied from R1/2 = 0.2RE to R1/2 = 0.24RE;
here q = 1 for the LD model.

Fig. 5. Light curves of LD and AD1 models are fit-
ted with the Gaussian source of different size that varies
from R1/2 = 0.2RE to R1/2 = 0.24RE with the step
δR1/2 = 0.001RE. These light curves correspond to the mag-
nification pattern of Fig. 4.

As we found out (see Table 3 and Figure 5) the Gaus-
sian source cannot reproduce all the models though for
the class of the compact models the fitting results are
rather good. For example, the LD model can be replaced
by the Gaussian model with the other source size. How-
ever, this is a consequence of the similarity between light
distributions (4) and (6).

Fig. 6. Distribution of amplification coefficients for the Gaussian source R1/2 = 0.1 for various optical depths: a)
σ = 0.1; 0.2; 0.3 and the step over K-axis is ∆K = 0.02; b) σ = 0.45; 0.475; 0.525; 0.55 and ∆K = 10; c) σ = 0.495; 0.5; 0.505

and ∆K = 20 and for different source radii for σ = 0.5 and ∆K = 20: d) R1/2 = 0.05; 0.1; 0.2.
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D. Optical depth effect on amplifications

Microlensing variations of the source brightness is def-
initely affected by the properties of the microlenses in
a deflecting galaxy: density, mass and position. In our
calculations we have varied in a wide range the optical
depth σ to check the influence of the optical depth on the
microlensing light curves. We have calculated over 500
realizations, each realization included microlenses with a
random uniform distribution that we have built the his-
tograms with amplification distributions for the Gaus-
sian source over the trajectory in the case of different
optical depths, the results are presented on Fig. 6.

The distribution with two peaks that is obtained for
σ = 0.5 is much alike the distributions obtained in [33].
To test the reliability of the results we have used differ-
ent random generators, changed the size of the field, the
length of the trajectory and the source radius but the
two-peak distribution arises any way when σ = 0.5. It is
also remarkable that the maximum of two peaks moves
from smaller to bigger amplifications as σ increases for
the σ close to ≈ 0.5. This may be interpreted as fol-
lows. For small sigma the magnification pattern looks
like many small structures with diamond-shaped caus-
tics; the probability that the source intersects some of
these structures is small. In this case a typical amplifi-
cation will be near unity. As σ increases, there are two
types of regions: inside and outside caustics yielding two
characteristic amplifications corresponding to two the
maxima on Fig. 6. The values of these maxima rough-
ly correspond to a relative part of the surface occupied
by these regions. Further growth of σ makes the picture
more complicated but the bimodal structure is preserved
at least up to σ = 0.6.

E. Impact of binary stars on microlensing

Mao and Paczynski [34] pointed out that the light
curve in the case of microlensing by a binary star will
be quite different from the case of a single star. This will
be in the case when the separation between companions
of the binary system will be of the order of the Einstein
radius and the impact parameter of the source trajec-
tory will be of the same order. In the case of a strong
Galactic microlensing, which is a rare event because of
small microlensing optical depth, the observation of the
corresponding light curve would give us a valuable in-
formation about this lensing binary system. However, in
the light curves of extragalactic GLS with a huge caustic
network it would be difficult to separate the binary star
effects from other effects due to complicated caustics. In
this connection we shall estimate a statistical relevance
of the effect due to binary systems. We shall compare
simulations of light curves in GLS with single stars to
GLS with the analogous distribution of binaries. Bina-
ry systems were produced by splitting every initial point
mass into two equal point masses separated by a dis-
tance in the range of d ∈ [0.01; 0.05]RE that was selected
randomly. The orientation in the binary system was also

random. That is for every realization (S) of single point
masses (“stars” with the same mass M) we generate real-
ization (B) of binaries with the mass M/2 of components
and with the same position of the centers as in the case
of stars. All the masses were static. We calculated light
curves (number of realizations of the microlens positions
was about 100 for each case) for different microlensing
optical depths, source half-brightness radii and different
models of the source (Table 5).

Parameter Value

Resolution, pixels 1.23× 106

Pixel size 0.01 RE

Source trajectory length 5 RE

Radius of field 70 RE

Microlensing optical depth (σ) 0.3; 0.4; 0;5
Number of microlenses 1470; 1960; 2450
Distance in binary system (d) [0.01; 0.05] RE

Table 4. Parameters of simulation microlensing by

binary-systems.

model σ = 0.3 σ = 0.4 σ = 0.5

AD 0.012 ± 0.0008 0.009 ± 0, 004 0.05 ± 0.0009

Gaussian 0.009 ± 0.0005 0.006 ± 0.0002 0.004 ± 0.0009

PL (p=3/2) 0.009 ± 0.0005 0.006 ± 0.0003 0.004 ± 0.0009

AD2 0.03 ± 0.0012 0.02 ± 0.0009 0.006 ± 0.0002

LD (q=2) 0.008 ± 0.0005 0.005 ± 0.0002 0.003 ± 0.0009

Table 5. Relative difference η between the light curves with

and without binary microlenses (R1/2 = 0.2).

The difference in η-parameter in cases (B) and (S) ap-
pears to be rather small. Nevertheless, the results show
that, at least for some source models, it is possible to
distinguish these cases by statistical analysis of the light
curves at the modern level of photometric observations.
The most significant difference between (B) and (S) is for
the AD2 model and reaches up to 3% for R1/2 = 0.2 and
σ = 0.3. For the AD2 (9) model and R1/2 = 0.15, σ = 0.3
the difference is 4% and for R1/2 = 0.1 it amounts to 7%.
The reason for this is because the smaller source “probes”
the inner structure of the deflecting galaxy more precise-
ly.

IV. DISCUSSION

Before we formulate the main results we must make
some reservations and caveats.

Firstly, it is impossible to get a complete information
about the brightness distribution from the light curve
observations only. The information from separate HAE
only, without making recourse to the whole light curve,
etc., is still more limited. The observations provide only
a one-dimensional luminosity profile of the source (inte-
grated along the caustic); then without using some addi-
tional information we cannot determine even the source
size because we do not know the value and direction of
the source velocity, ellipticity and orientation with re-
spect to the caustic.
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Secondly, even under the assumption of a circularly
symmetric source and known normal velocity with re-
spect to the fold caustic, the determination of the lu-
minosity profile (“de-projection”) is a kind of ill-posed
mathematical problems: small variations of input da-
ta may lead to a considerable changes of the solution.
A standard way to relax this difficulty involves addi-
tional restrictions and/or using some simple “fiducial”
models for brightness distribution. Some of these mod-
els have been considered in this paper (Gaussian, power
law and accretion disc). However, it should be clearly
understood that the real picture of the central quasar
region is more complicated than our simple brightness
distributions; these models can be considered rather as
some reference models. On the other hand, in view of the
present-day accuracy of observations, it is somtimes dif-
ficult to distinguish even these simple source models on
the basis of observational data. For example, the authors
of [16] argue that the accretion disk can be modelled
with any brightness profile (Gaussian, uniform, etc.), and
this model will agree with the available data provided
that an appropriate source size is chosen. On the other
hand, a number of authors [5–7,12–17] discussed delicate
questions concerning the determination of a fine quasar
structure from HAE. For example, the authors of [14]
wrote that the GLITP data [2] on Q2237+0305 admit
only accretion disc models (see also [12, 13]). Obviously,
the presence of an accretion disk in a central region of
quasar is beyond any doubts as well as the fact that the
real appearance of the quasar core can be quite different
from the simplified models. What we can really do (and
this is one of the problems discussed in this paper) is
to compare the results of fitting with concrete reference
models [12, 13, 15–17,35–37].

In this paper we performed statistical simulations of
microlensing processes with different reference source
models: Gaussian and power-law model and some ac-
cretion disc models. We considered two types of mass
distributions single stars (S) and binaries (B) with uni-
form static disposition in space. The masses of stars were
equal. The results can be considered as moderately op-
timistic. We have shown that one can choose between
some reference models of the source in GLS which lead
to different values light curves. This difference is char-
acterized by η-parameter which sometimes amounts the

9%. The difference between mass distributions (S) and
(B) is less noticeable.

Though we deal with complete light curves, one must
remember that the source structure manifests itself only
in the HAEs; far from the caustics the source looks like
the point one and all the information about its structure
is being lost. Clearly, our results concerning η in fact
deal with HAE just where we can obtain the maximum
difference of amplifications for different source models.
Also, our results are obtained from a number of different
realizations of the microlensing mass distribution, but in
observations we have only one light curve which is ob-
tained for a very limited interval. In reality we have no
statistical ensemble, so statistical simulations provide us
with some average qualitative estimates; they may differ
from the real values for a concrete GLS. This raises the
cost of individual HAE observations and their treatment.
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Appendix 1

The size of an object can be introduced by means
of the coherence area, which is known from statistical
optics [25]. As distinct from [25], this can be rewritten
in terms of the brightness distribution I(r) without re-
course to the spatial Fourier transform. We have then a
definition of a characteristic source area as follows

S =
(
∫

I(r)d 2
r)2

∫

I2(r)d 2r
.

Then we can define a characteristic radius Rc of the
source (at least in a circular symmetric case) by putting

S = πR2
c .

For example, in case of the Gaussian source (4) we have

Rc =
√

2R.
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СИМУЛЯЦIЇ ҐРАВIТАЦIЙНОГО МIКРОЛIНЗУВАННЯ: МОДЕЛI ПРОТЯЖНОГО
ДЖЕРЕЛА ТА ВПЛИВ ПОДВIЙНИХ ЗIР

В. М. Слюсар, В. I. Жданов, О. М. Александров

Астрономiчна обсерваторiя Київського нацiонального унiверситету iменi Тараса Шевченка

У позагалактичнiй ґравiтацiйно-лiнзовiй системi через ближчу галактику спостерiгають декiлька зобра-

жень вiддаленого квазара. Спостереження кривих блиску рiзних зображень квазара дає важливу iнформа-

цiю про центральну область квазара. Ми проводимо статистичнi симуляцiї кривих блиску мiкролiнзованих

зображень для визначення можливостi виявити моделi джерела з рiзними розподiлами яскравостi. Розгляну-

то випадки розподiлу мас у лiнзуючiй галактицi: (i) випадковий розподiл одиничних зiр i (ii) аналогiчний

розподiл iз подвiйними зорями. Ми встановили, що рiзниця мiж кривими блиску для ґауссiвського розподi-

лу яскравостi й моделi акрецiйного диска з однаковими розмiрами диска може в деяких випадках досягати

8%. Якщо пiдганяти моделi акрецiйного диска й моделi “limb-darkening” ґауссiвським розподiлом поверхне-

вої яскравостi з довiльному розмiрi джерела, то рiзниця мiж моделями може бути зменшена до 7% i 2.6%

вiдповiдно. Порiвняння результатiв показують, що рiзницi мiж кривими блиску для випадкiв (i) i (ii) є на

межi статистичної похибки, але деякi кривi блиску можуть суттєво вiдрiзнятися.
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